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#### Abstract

In this paper we present a finite volume method for solving Hamilton-Jacobi-Bellman(HJB) equations governing a class of optimal feedback control problems. This method is based on a finite volume discretization in state space coupled with an upwind finite difference technique, and on an implicit backward Euler finite differencing in time, which is absolutely stable. It is shown that the system matrix of the resulting discrete equation is an $M$-matrix. To show the effectiveness of this approach, numerical experiments on test problems with up to three states and two control variables were performed. The numerical results show that the method yields accurate approximate solutions to both the control and the state variables.
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## 1. Introduction

Consider the optimal control problem of the form

$$
\begin{align*}
& \min _{u \in \mathcal{U}} \quad J(y, s, u)=\int_{s}^{T} L(t, x(t), u(t)) d t+h(x(T)),  \tag{1.1a}\\
& \text { subjectto }\left\{\begin{array}{l}
\dot{x}(t)=f(t, x(t), u(t)), \quad \text { a.e. } t \in(s, T] \\
x(s)=y,
\end{array}\right. \tag{1.1b}
\end{align*}
$$

where $x \in \mathbb{R}^{n}$ and $u \in \mathbb{R}^{m}$ are, respectively, the state and the control, $f$ : $(0, T) \times \mathbb{R}^{n} \times \mathbb{R}^{m} \mapsto \mathbb{R}^{n}$ is a vector valued function, $(s, y) \in[0, T) \times \mathbb{R}^{n}$, and $u \subset \mathbb{R}^{m}$ is the set of admissible controls. When the initial time $s=0$ and the initial state $y$ is fixed, the above problem can be solved easily as an open-loop optimal control problem. However, this solution is neither robust nor stable with respect to perturbations in the state $x$. This is because the solution to the open-loop problem provides an optimal control only along the optimal trajectory $x$ starting from the initial state $y$. Therefore, a feedback optimal control solution which is
defined in a region containing the optimal trajectory is much preferred in practice. This feedback solution gives a 'global' optimal control defined over a time-space region so that if the state is away from the optimal trajectory due to disturbance, a corresponding optimal control can be found for the system. To achieve this, we assume that $s$ and $y$ in (1.1) are not fixed and introduce the value function $v$ defined by

$$
\begin{equation*}
v(y, s)=\inf _{u \in \mathcal{U}} J(y, s, u) \tag{1.2}
\end{equation*}
$$

Using the dynamic programming approach, the problem (1.1) can be transformed into the following Hamilton-Jacobi-Bellman equation

$$
\begin{equation*}
-\frac{\partial v}{\partial t}+\sup _{u \in \mathcal{U}}[-\nabla v \cdot f(t, x, u)-L(t, x, u)]=0, \quad(t, x) \in[0, T) \times \mathbb{R}^{n} \tag{1.3}
\end{equation*}
$$

with the initial condition

$$
\begin{equation*}
v(T, x)=h(x) \tag{1.4}
\end{equation*}
$$

where $\nabla$ denotes the gradient operator with respect to $x$.
Equation (1.3), together with (1.4) is called an initial value problem. There are two unknown functions in this equation - the value function $v$ and the optimal control $u$. Thus, finding a feedback control law for (1.1) is equivalent to solving the above initial value problem. Although this initial value problem is defined on the unbounded region $\mathbb{R}^{n}$, we often restrict our consideration to a bounded region

$$
\begin{equation*}
\Omega=\left(a_{1}, b_{1}\right) \times\left(a_{2}, b_{2}\right) \times \cdots \times\left(a_{n}, b_{n}\right) \tag{1.5}
\end{equation*}
$$

where $a_{i}$ and $b_{i}$ are constants for $i=1,2, \ldots, n$. This initial value problem with $\mathbb{R}^{n}$ in (1.3) being replaced by $\Omega$ in (1.5) has been discussed in the literature for many years. However, many of these discussions were on its theoretical side such as solvability and smoothness of solutions to (1.3)-(1.4) (cf. [3, 11, 4, 6]). On the other hand, in most practical situations, (1.3)-(1.4) is not analytically solvable, and thus efficient numerical techniques are needed for solving this initial value problem. There are two types of numerical algorithms in the open literature for solving this equation. The first type is based on the discretization of (1.1b) by a finite difference scheme and the optimization of the discrete version of (1.2) (cf.[7, 8, 2]), and the second type to solve the HJB equation (1.3) and (1.4) by a discretization scheme (cf., for example, [5, 10, 13, 9]).

In the present paper we shall present a method for the solution of the HJB equation. Since it is a pure initial value problem, explicit time stepping schemes coupled with stable spatial discretization methods are often used. A typical example is the approach based the forward Euler with an upwind finite difference discussed in [13]. Although the numerical results in [13] are promising, the explicit nature of
the method requires that the stability condition on the step lengths in $x$ and $t$ are satisfied, and that the solution region is extended to a trapezoidal region due to the propagation of the scheme. In the extended region, the number of mesh nodes along each component of $x$ is equal to twice the number of time steps needed. Therefore, the computational cost for the scheme will be high for high dimensional problems, since the number of partitions in the time direction is normally large due to the stability condition. An alternative approach is proposed in [9]. In this approach, (1.3) is first perturbed as a second order parabolic equation by adding the diffusion term with a small diffusion coefficient $\varepsilon$. This is known as the viscosity approach in the literature. Then, some artificial Dirichlet/Neumann boundary conditions are defined for the resulting second order system on the boundary of an extended solution region. Finally, a modified characteristic method is applied to the resulting equation.

Following the viscosity and the artificial boundary condition approach, we propose, in this paper, a method based on a finite volume method with an upwind technique and an implicit time-stepping method for the solution of the singularly perturbed equation corresponding to (1.3)-(1.4). This method has the merit that it is absolutely stable because of the implicit nature of the time discretization. At each time step, the discretization method yields a linear system with a positive-definite $M$-matrix. Thus, it is also stable in space in the case that the singular perturbation parameter $\varepsilon \ll 1$. Though this approach still needs an extension of the solution region, the number of mesh nodes does not depend on the number of time steps. The rest of the paper is organized as follows. In the next section we will first discuss the viscosity approach to (1.3) to transform it into a convection-diffusion equation. We shall then define appropriate artificial boundary conditions for the resulting equation. In Section 3, we will discuss the space and time discretization of the resulting convection-diffusion equations. Numerical results will be presented in Section 4 to demonstrate the usefulness of this approach.

## 2. The singularly perturbed problem

In this section, we transform the initial value problem (1.3) and (1.4) into a singularly perturbed convection-diffusion equation. To achieve this we consider the following initial value problem:

$$
\begin{align*}
-\frac{\partial v}{\partial t}-\varepsilon \nabla^{2} v+\sup _{u \in u}[-\nabla v \cdot f(t, x, u)-L(t, x, u)] & =0 \\
(t, x) \in[0, T) & \times \Omega  \tag{2.1a}\\
v(T, x) & =h(x), \\
x & \in \Omega \tag{2.1b}
\end{align*}
$$

where $\Omega$ is defined in (1.5). This problem differs from (1.3) by the diffusion term $-\varepsilon \nabla^{2} v$, where $\varepsilon>0$ represents a singular perturbation parameter, or physically
the diffusion coefficient or viscosity. When $\varepsilon \ll 1$, (2.1) is called a viscosity approximation to (1.3), which is often used in stochastic control (cf., for example, [1]). The convergence of solutions of (2.1) to solutions of (1.3) as $\varepsilon \rightarrow 0^{+}$has been proved. For details see [1] and the references therein.

The perturbed system (2.1) is still a pure initial value (Cauchy) problem and can be solved only by explicit time stepping schemes which are only conditionally stable. In order to solve it by unconditionally stable implicit methods, we impose suitable boundary conditions for (2.1). Theoretically, the boundary conditions of the value function $v(x, t)$ defined in (1.2) can be obtained by the interpolant of the numerical solutions of a sequence of open-loop optimal control problems at some chosen points on $\partial \Omega$. However, this is computationally expensive in high dimensions. Alternatively, we introduce artificial boundary conditions. To achieve this, we use the heuristic approach used in [9], i.e, we extend $\Omega$ defined in (1.5) to a larger region $\tilde{\Omega}=\left(\tilde{a}_{\tilde{1}}, \tilde{b}_{1}\right) \times\left(\tilde{a}_{2}, \tilde{b}_{2}\right) \times \cdots \times\left(\tilde{a}_{n}, \tilde{b}_{n}\right)$ with constants $\tilde{a}_{i}$ and $\tilde{b}_{i}$ satisfying $\tilde{a}_{i}<a_{i}$ and $\tilde{b}_{i}<b_{i}$ for $i=1,2, \ldots, n$. On this new solution region, we reformulate (2.1) at time equal to $T$ for all $t$, and the problem can be reformulated as

$$
\begin{gather*}
-\frac{\partial v}{\partial t}-\varepsilon \nabla^{2} v+\sup _{u \in u}[-\nabla v \cdot f(t, x, u)-L(t, x, u)]=0,  \tag{2.2a}\\
\quad(t, x) \in[0, T) \times \tilde{\Omega}, \\
v(T, x)=h(x), \quad x \in \tilde{\Omega},  \tag{2.2b}\\
v(t, x)=g(t, x), \quad(t, x) \in[0, T) \times \partial \tilde{\Omega}, \tag{2.2c}
\end{gather*}
$$

where $g(x)$ is an artificial Dirichlet boundary condition. A natural choice is that $g(t, x)=\underset{\sim}{h}(x)$. This corresponds to the case that we set $L(t, x, u)=0$ in (1.1) when $x \in \tilde{\Omega}$. We may also use other boundary conditions. For example, we may set $L(t, x, u)$ to a large value on the boundary to penalize the move of $x$ to leave $\tilde{\Omega}$. Note that the extension of the original region $\Omega$ is necessary. This is because the boundary conditions defined above are not exact, and thus the extended part of $\tilde{\Omega}$ is used as a transition region from the solution satisfying the artificial boundary conditions to the solution of $(2.1)$ for small $\varepsilon$. That is, we expect that the solution to (2.2) converges to that of (2.1) in the region $\Omega$ as $\varepsilon \rightarrow 0+$. The region $\tilde{\Omega} \backslash \Omega$ contains the transition layers. We comment that though this observation is heuristic, it works well in practice, as demonstrated by the numerical examples in Section 4.

Before discussing the discretization of the problem, we first split (2.2) into two equations,

$$
\begin{align*}
-\frac{\partial v}{\partial t} & -\varepsilon \nabla^{2} v-\nabla v \cdot f\left(t, x, u^{*}\right)-L\left(t, x, u^{*}\right)=0  \tag{2.3a}\\
u^{*} & =\arg \sup _{u \in U}[-\nabla v \cdot f(t, x, u)-L(t, x, u)] \tag{2.3b}
\end{align*}
$$

The first equation is a convection-diffusion equation. When $\varepsilon \ll 1$, the equation is called convection-dominated, and solutions to this equation normally contain sharp


Figure 3.1. 2D rectangular mesh and its Dirichlet tessellation


Figure 3.2. A local structure of a 2D mesh.
layers so that conventional numerical methods yield solutions with spurious oscillations. In the next section we propose a first order discretization method which is stable in both time and space.

## 3. The discretization method

Let us now consider the discretization of (2.3). We start with the discretization of (2.3a)

## SPATIAL DISCRETIZATION

Let $\tilde{\Omega}$ be partitioned into a hyper-brick mesh with $N$ (non-Dirichlet) mesh nodes and $M$ mesh edges. Dual to this mesh, we construct a second mesh, called Dirichlet Tessellation (or Voronoi hyper-polyhedra), by connecting all the circumcentres of the neighbouring hyper-bricks. A typical case in two dimensions is shown in Figure 3.1.

Consider a mesh node $x_{i}$, its neighouring nodes and the Dirichlet tile associated with $x_{i}$. These form a local structure and a two-dimensional example for this is depicted in Figure 3.2. Integrating (2.3) over $d_{i}$ and using integration by parts,

$$
-\int_{d_{i}} \frac{\partial v}{\partial t}-\varepsilon \int_{\partial d_{i}} \nabla v \cdot v d s+\int_{d_{i}} \nabla v \cdot f=\int_{d_{i}} L d x
$$



Figure 3.3. Alternative notation for the neighbouring nodes of $x_{i}$
where $v$ denotes the normal direction. Applying the one-point quadrature rule to the first and last term of the above yields

$$
\begin{equation*}
-\frac{\partial v_{i}}{\partial t}\left|d_{i}\right|-\varepsilon \int_{\partial d_{i}} \nabla v \cdot v d s+\int_{d_{i}} \nabla v \cdot f=L_{i}\left|d_{i}\right| \tag{3.1}
\end{equation*}
$$

where $v_{i}$ and $L_{i}$ denote respectively the nodal approximations of $v$ and $L$ at $x_{i}$ and $u^{*}\left(t, x^{*}\right)$, and $|\cdot|$ denotes the measure (i.e. length, area etc depending on the number of dimensions). Let $I_{i}$ be the set of indices of neighouring mesh nodes of $x_{i}$. From the construction of the meshes we see that $\partial b_{i}$ consists of a finite number of facets in $(n-1)$-dimensions and each of these facets is a bi-sector of and perpendicular to one of the edges connecting $x_{i}$ and the nodes with indices in $I_{i}$. Therefore, replacing the normal derivatives $\nabla v \cdot v$ by the corresponding finite differences we have

$$
\begin{equation*}
-\varepsilon \int_{\partial d_{i}} \nabla v \cdot v d s \approx-\varepsilon \sum_{j \in I_{i}} \frac{v_{j}-v_{i}}{\left|e_{i, j}\right|}\left|l_{i, j}\right| \tag{3.2}
\end{equation*}
$$

where $e_{i, j}$ denotes the edge connecting $x_{i}$ and $x_{j}$ and $l_{i, j}$ the facet of $b_{i}$ bisecting $e_{i, j}$. The 2D case is demonstrated in Figure 3.3.

For $x_{i}$, we let $j_{m}^{+}$and $j_{m}^{-}$denote the indices in $I_{i}$ such that the vectors $x_{i}-x_{j_{m}^{-}}$ and $x_{j_{m}^{+}}-x_{i}$ are in the same direction as that of the $i$-th coordinate axis. A 2D example is depicted in Figure 3.3. We now use the following upwind technique to discretize the third term in (3.1): The $m$-th term is approximated by

$$
\begin{aligned}
& \int_{d_{i}} \frac{\partial v}{\partial x_{m}} f_{m} d x \approx \begin{cases}\frac{v_{j_{m}^{+}}-v_{i}}{\left|e_{i, j_{m}^{+}}\right|} \sigma_{i m}, & \sigma_{i m}>0 \\
\frac{v_{i}-v_{j_{m}}}{\left|e_{j_{m}^{-}, i}\right|} \sigma_{i m}, & \sigma_{i m}<0\end{cases} \\
& \quad=\left[\frac{1-\operatorname{sgn}\left(\sigma_{i m}\right)}{2} \frac{v_{i}-v_{j_{m}^{-}}}{\left|e_{j_{m}^{-}, i}\right|}+\frac{1+\operatorname{sgn}\left(\sigma_{i m}\right)}{2} \frac{v_{j_{m}^{+}}-v_{i}}{\left|e_{j_{1}^{+}, i}\right|}\right] \sigma_{i m}
\end{aligned}
$$

where sgn denotes the sign function and $\sigma_{i m}=\int_{d_{i}} f_{m}\left(t, x, u^{*}\right) d x$ for $m=1,2, \ldots, n$. Substituting (3.2) and the above into (3.1) we obtain

$$
\begin{align*}
& -\frac{\partial v_{i}}{\partial t}\left|d_{i}\right|+\varepsilon \sum_{j \in I_{i}} \frac{v_{i}-v_{j}}{\left|e_{i, j}\right|}\left|l_{i, j}\right| \\
& +\sum_{m=1}^{n}\left[\frac{1-\operatorname{sgn}\left(\sigma_{i m}\right)}{2} \frac{v_{i}-v_{j_{m}}}{\left|e_{j_{m},,}\right|}+\frac{1+\operatorname{sgn}\left(\sigma_{i m}\right)}{2} \frac{v_{j_{m}+}-v_{i}}{\left|e_{j_{m}, i}\right|}\right] \sigma_{i m} \\
& =L_{i}\left|d_{i}\right| \tag{3.3}
\end{align*}
$$

for $i=1,2, \ldots, N$, or in matrix form

$$
\begin{equation*}
-\frac{\partial v_{i}(t)}{\partial t}\left|d_{i}\right|+A_{i}(t) \boldsymbol{v}(t)=b_{i}(t) \tag{3.4}
\end{equation*}
$$

for $i=1,2, \ldots, N$, where $A_{i}=\left(a_{i 1}, a_{i 2}, \ldots, a_{i N}\right)$ and $\boldsymbol{v}=\left(v_{1}, v_{2}, \ldots, v_{N}\right)$. From the construction of the scheme we see that the number of nonzero elements in $A_{i}$ is equal to one plus the number of elements in $I_{i}$. Also, it is easily seen from (3.3) that

$$
\begin{aligned}
& a_{i i}=\sum_{j \in I_{i}} \frac{\left|l_{i, j}\right|}{\left|e_{i, j}\right|}+\sum_{m=1}^{n}\left|\sigma_{i m}\right|\left[\frac{1-\operatorname{sgn}\left(\sigma_{i m}\right)}{2\left|e_{j_{m}, i}\right|}+\frac{1+\operatorname{sgn}\left(\sigma_{i m}\right)}{2\left|e_{j_{m}+, i}\right|}\right] \\
& a_{i j}=\left\{\begin{array}{ll}
-\frac{\left|l_{i, j}\right|}{\left|e_{i, j}\right|}, & \sigma_{i j}\left(\sum_{m=1}^{n}\left(x_{j}-x_{i}\right) \cdot p_{m}\right) \geqslant 0 \\
-\frac{\left|l_{i, j}\right|}{\left|e_{i, j}\right|}-\frac{\left|\sigma_{i j}\right|}{\left|e_{i, j}\right|}, & \sigma_{i j}\left(\sum_{m=1}^{n}\left(x_{j}-x_{i}\right) \cdot p_{m}\right)<0
\end{array}, j \in I_{i}\right.
\end{aligned}, \begin{aligned}
& a_{i j}=0 \quad j \neq i, j \notin I_{i},
\end{aligned}
$$

where $p_{m}$ denotes the unit vector along the coordinate axis $x_{m}$. Obviously, from the above we see that $A_{i}$ satisfies

$$
\begin{equation*}
a_{i i}>0, \quad a_{i j} \leqslant 0, \quad \text { and } \quad a_{i i} \geqslant \sum_{\substack{j=1, \ldots, N, j \neq i,}}\left|a_{i j}\right| \text {. } \tag{3.5}
\end{equation*}
$$

The last inequality becomes strict for some $i$ when one of the neighbouring nodes of $i$ is a boundary node. These ensure that the matrix $A:=\left(a_{i j}\right)$ is an $M$-matrix, i.e., it is irreducibly diagonally dominant with $a_{i i}>0$ and $a_{i j} \leqslant 0$ for all $j \neq$ $i$ (cf.[16]). Therefore, the maximum principle is preserved by this semi-discrete system, and the spatial discretization is said to be monotone.

## TIME DISCRETIZATION

We now consider the time discretization of (3.3). Let $T=t_{0}>t_{1}>\cdots>t_{K}=0$, and $\Delta t_{k}=t_{k}-t_{k-1}<0$, where $K>1$ is a positive integer. There are several implicit schemes we can use. For example, the first-order Backward Euler method and the second-order Crank-Nicholson method. Both of these are unconditionally stable. For discussion simplicity, we apply the Backward Euler's scheme to (3.3), yielding

$$
-\frac{v_{i}^{k-1}-v_{i}^{k}}{-\Delta t_{k}}+A_{i}^{k} v_{i}^{k}=b_{i}^{k}
$$

or

$$
\frac{v_{i}^{k}}{\left|\Delta t_{k}\right|}+A_{i}^{k} v_{i}^{k}=b_{i}^{k}+\frac{v_{i}^{k-1}}{\left|\Delta t_{k}\right|}
$$

for $i=1,2, \ldots, N$ and $k=1,2, \ldots, K$, where $A_{i}^{k}$ is the matrix $A_{i}(t)$ in (3.4) evaluated at $t=t_{k}$. In matrix form this is

$$
\begin{equation*}
\left(A^{k}+D^{k}\right) \boldsymbol{v}^{k}=\boldsymbol{b}^{k}+D^{k} \boldsymbol{v}^{k-1} \tag{3.6}
\end{equation*}
$$

for $k=1,2, \ldots, K$, where $\boldsymbol{v}^{k}=\left(v_{1}^{k}, \ldots, v_{N}^{k}\right), A^{k}=\left(A_{i}^{k}\right)$, and $D^{k}$ is a diagonal matrix with positive diagonal entries. The system matrix of (3.6) is not symmetric, but its non-zero elements have a symmetric pattern (i.e., if $a_{i j} \neq 0$ then $a_{j i} \neq 0$ ). From (3.5) we see that $A^{k}+D^{k}$ is an $M$-matrix of order $N$, and so the full discretized equation (3.6) satisfies the (discrete) maximum principle, or the discretization scheme is monotone. Moreover, the facts that $A^{k}+D^{k}$ is an $M$-matrix and that it is sparse allow us to solve (3.6) by some efficient preconditioned conjugate gradient type algorithms such as the CGS ([12]) and BiGCSTAB ([15]).

## DECOUPLING OF THE SYSTEM

In the above discretization, we have assume that the control $u^{*}$ is known, and thus the system becomes a convection-diffusion equation. However, $u^{*}$ is coupled with $v$ through the equations (2.3). Let $\nabla_{h}$ denote a difference operator approximating the gradient operator $\nabla$. This can be the forward, backward or central difference operator. Then, the coupled system can be decoupled by the following algorithm in which we drop the superscript *.

## Algorithm A:

1. Evaluate $v_{i}^{0}(i=1,2, \ldots, N)$ using the given terminal condition and

$$
u_{i}^{0}=\arg \sup _{u \in \mathcal{U}}\left[-\nabla h\left(x_{i}\right) \cdot f\left(T, x_{i}, u\right)-L\left(T, x_{i}, u\right)\right]
$$



Figure 4.1. Computed $u_{1}, u_{2}, u_{1}+u_{2}^{2}$ and $v$ at $x_{2}=0$ for Test 2.
2. For $k=1,2, \ldots, K$,
(a) Find $u_{i}^{k}$ such that

$$
u_{i}^{k}=\arg \sup _{u \in \bigcup}\left[-\nabla_{h} v_{i}^{k} \cdot f\left(t_{k}, x_{i}, u\right)-L\left(t_{k}, x_{i}, u\right)\right]
$$

for $i=1,2, \ldots, N$.
(b) Solve $\left(A^{k}+D^{k}\right) \boldsymbol{v}^{k}=\boldsymbol{b}^{k}+D^{k} \boldsymbol{v}^{k-1}$ for $\boldsymbol{v}^{k}$.


Figure 4.2. Computed $u_{1}, u_{2}, u_{1}+u_{2}^{2}$ and $v$ at $x_{1}=0$ for Test 2.

## 4. Numerical experiments

To verify the efficiency of the method discussed in the previous sections, some numerical experiments are carried out. For all the test problems below, the viscosity/diffusion coefficient is chosen to be $\varepsilon=10^{-10}, T=1$ and the region of interest is assumed to be $\Omega=(-1,1)^{n}$. In each of the test problems, the extended solution region is chosen to be $\tilde{\Omega}=[-3,3]^{n}$ and the homogeneous artificial Dirichlet boundary condition is defined on $\partial \tilde{\Omega}$. In the test problems 2 and 3 , the constrained nonlinear optimization problems corresponding to those in Algorithm A are nontrivial, and thus we use the public domain package FFSQP ([14]) to solve these problems. All the computations were performed in Fortran 77 double precision on a Pentium PC under the Linux environment.


Figure 4.3. Computed $u_{1}, u_{2}, u_{1}+u_{2}^{2}$ and $v$ at $t=0.5$ for Test 2.

Test 1: Consider the following optimal control problem
minimise $-x^{2}(1)$,
subjectto $\left\{\begin{array}{l}\dot{x}(t)=u(t), \quad \text { a.e. } t \in[s, 1] \\ x(s)=y,\end{array}\right.$
control $u(\cdot):[0,1] \mapsto\{r \in \mathbb{R}:-1 \leqslant r \leqslant 1\}$.

Table 4.I. Convergence history for Test 1.

| Mesh | $20 \times 20 \times 10$ | $40 \times 40 \times 20$ | $80 \times 80 \times 40$ | $160 \times 160 \times 80$ |
| :---: | :---: | :---: | :---: | :---: |
| Max Error | 1.1873 | 0.3580 | 0.0875 | 0.0437 |


$u_{1}$
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u_{1}+u_{2}^{2}
$$


$u_{2}$

$v$

Figure 4.4. Computed $u_{1}, u_{2}, u_{1}^{2}+u_{2}^{2}$ and $v$ at $x_{2}=x_{3}=0$ for Test 3 .

The corresponding HJB initial value problem is

$$
\begin{aligned}
-v_{t}+\sup _{-1 \leqslant u \leqslant 1}\left[-u v_{x}\right] & =0, \\
v(1, x) & =-x^{2}
\end{aligned}
$$

with the exact value function

$$
\begin{aligned}
v(t, x) & = \begin{cases}-[x+(1-t)]^{2}, & \text { if } x \geqslant 0 \\
-[x-(1-t)]^{2}, & \text { if } x<0\end{cases} \\
& =-[|x|+(1-t)]^{2}
\end{aligned}
$$

This is a 1D problem, but we solve it in two dimensions to check our code. The convergence history corresponding to various uniform meshes is shown in the


Figure 4.5. Computed $u_{1}, u_{2}, u_{1}^{2}+u_{2}^{2}$ and $v$ at $x_{1}=x_{2}=0$ for Test 3.

Table 4.I. From the table it is seen that the method has a convergence rate of at least first order.

Test 2: Consider the following two-dimensional problem with two control variables.

$$
\begin{aligned}
-v_{t}+ & \sup \quad\left[-\frac{1}{2} v_{x_{1}} u_{1}-v_{x_{2}} u_{2}-u_{1}^{3}-u_{2}^{2}\right]=0 \\
& 0 \leqslant u_{1} \leqslant 1, \\
& 0 \leqslant u_{2} \leqslant 1 \\
& u_{1}+u_{2}^{2} \leqslant 1 .
\end{aligned}
$$

where $\left(t, x_{1}, x_{2}\right) \in[0,1) \times[-1,1]^{2}$ and $v\left(1, x_{1}, x_{2}\right)=-x_{1}^{2}-x_{2}^{2}$. To solve this problem we choose the $61 \times 61$ uniform mesh in space and 20 time steps. To


Figure 4.6. Computed $u_{1}, u_{2}, u_{1}^{2}+u_{2}^{2}$ and $v$ at $x_{2}=0, t=0.5$ for Test 3 .
visualize the solution, we plot in Figures 4.1-4.3 the quantities $u_{1}, u_{2}, v$ and $u_{1}+u_{2}^{2}$ at three different cross-sections. From these plots we see that the value function is not smooth and the nonlinear constraint is always satisfied.

## Test 3: Consider the following HJB equation

$$
\begin{aligned}
-v_{t}+\sup ^{0} \leqslant & {\left[-u_{1} u_{2} v_{x_{1}}-\left(u_{2}-u_{1}\right) v_{x_{2}}-\left(u_{1}+u_{2}\right) v_{x_{3}}-u_{1}\left(u_{1}+u_{2}\right)\right]=0 } \\
0 & \leqslant 1, \\
& u_{2} \leqslant 1, \\
u_{1}^{2}+u_{2}^{2} & \leqslant 1.1
\end{aligned}
$$

where $\left(t, x_{1}, x_{2}, x_{3}\right) \in[0,1) \times[-1,1]^{3}$ and $v\left(1, x_{1}, x_{2}, x_{3}\right)=-x_{1}^{2}-x_{3}^{2}$. This is a problem with three state and two control variables. To our best knowledge, no

3D HJB equations have been solved previously by other numerical methods. To solve this problem we choose 20 time steps and the non-uniform mesh with $61 \times$ $61 \times 61$ mesh nodes in space obtained as follows: in each axis, the interval $[-1,1]$ is divided uniformly into 30 uniform subintervals and subregion $[-3,-1] \cup[1,3]$ is divided uniformed into 20 subintervals. To visualize the numerical result, we plot $u_{1}, u_{2}, u_{1}^{2}+u_{2}^{3}$ and $v$ at different across-sections in Figures 4.4-4.6. The exact solution to this problem is not known. But from these figure we see, again, that the value function is not smooth and that the numerical controls satisfy all the constraints.

## 5. Conclusions

In this paper we discussed the upwind finite volume method coupled with the backward Euler scheme for the numerical solution of singularly perturbed HJB equations. It was shown that the system matrix of the resulting linear system is an $M$-matrix so that the maximum principle is preserved by the discrete system. Non-trivial examples with up to 3 state and 2 control variables and with nonlinear constraints on the control were solved to demonstrate the effectiveness of the method. The numerical results showed that the method is efficient for solving practical HJB equations.
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